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Science and technology news, which includes coverage on AI technologies, serves a plurality of functions for lay audiences today, such
as education, agenda-setting, and curation. Reporting on AI is particularly challenging given the lack of transparency surrounding
most black-box algorithms, and the rapid pace of progress in this domain. In addition to the difficulties specific to AI reporting,
journalists’ ability to report newsworthy information in a way that adheres to their professional norms of objectivity, accuracy, and
transparency is increasingly challenged by institutional upheavals within their profession. In this workshop paper, we make a case for
the importance of AI literacy among journalists, and lay out objectives for a curriculum designed to teach journalists about AI, and
how they can approach reporting on it, given their prominent role in the dissemination of scientific information to the public.
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1 MOTIVATING AI LITERACYWITHIN JOURNALISM

Journalists who report on science and technology today not only inform society about novel discoveries, but also
contextualize these developments with respect to the scientific ecosystem, societal impacts, and even policy repercussions
[8]. This especially applies to reporting on artificial intelligence (AI) and allied disciplines, since these technologies
increasingly permeate several aspects of people’s lives: from content recommendation on streaming services, to
AI-powered voice assistants, to the facial recognition in our phones, and so on. In tandem with this rising sea of
public-facing AI deployment, we also observe incidents of over-hyped model capabilities, data-based discrimination,
biased algorithmic outputs, and misleading algorithmic outputs [7, 24, 35, 36]. Given these issues, holding AI models
and their deployments accountable has emerged to be an incredibly important role of the press [12, 15].

In reality, however, hype surrounding AI and its capabilities persists in media coverage [4–6]. Kapoor and Narayanan
have laid out a broader taxonomy of pitfalls in the media coverage of AI in five major American news outlets — chief
among these are flawed comparisons of AI and human abilities, hyperbolic claims about AI, and neutral treatments of
institutions who have vested interests in the narratives surrounding AI [26].

Interviews with science journalists highlight how data literacy and formal scientific backgrounds can help them
understand, question, and contextualize dense scientific information, leading to higher quality reporting [2]. However,
not all reporters who write about AI’s wide-ranging impacts have such backgrounds. One case study found that
journalists were often confused about the conceptual distinctions between "AI", "algorithms", and "automation", and
their intuitions about AI often relied on guesswork and imagination [25]. AI literacy efforts specifically targeting
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journalists, though not a panacea, can thus be a start towards media coverage that considers AI systems outside of the
umbrella of hype and with nuanced descriptions of the underlying technology and its capabilities [14].

In this paper, we argue that every journalist, no matter their specialty, should be broadly AI literate. We propose
the design of a curriculum for AI literacy, and articulate specific goals for the curriculum rooted in different parts of
the news-making process. We then highlight the broader tensions and challenges within journalism that any efforts
towards AI literacy would need to account for, to be practically applicable. We conclude with raising future research
questions geared towards improving AI literacy for reporters, and suggest methods to design such programs.

2 GOALS OF CURRICULUM FOR JOURNALISTIC AI LITERACY

We now discuss the goals of our proposed curriculum, and elaborate how they might support specific tasks involved
within news reporting. We explicitly consider how the implementation of these goals might benefit journalists across
different reporting contexts: reporting formats (e.g. print, digital, TV), employment contexts (e.g. staff journalism,
freelancing, general reporting, beat-specific reporting), and varied roles that journalists perform for their audiences (e.g.
watch-dogging, curation, advocacy). Given these conditions, our proposed curriculum aims to:

• Foster discussion of five conceptual questions explored in literature on AI education, “What is AI?”, “What can
AI do?”, “How does AI work?”, “How should AI be used?”, and “How do people perceive AI?”, in the context of
journalists’ topics of coverage [29].

• Support interrogation of technical and societal aspects of AI, including datasets, areas of application, funding
sources, and so on [13].

• Offer sources outside of the industry of commercial AI applications who can speak to the nuances and ethics of
building and deploying AI, given that AI news coverage is already saturated with industry perspectives [10, 34].

• Enable reflection by mapping competencies of AI literacy [29] onto journalists’ role perceptions [20], to
consider how they can communicate about AI for their specific audiences, and what they need to learn further.

The following subsections delve into these goals, and elaborate upon their inspiration, considerations, and examples.

2.1 Foster Discussion of ConceptualQuestions Around AI

To foster conceptual discussions about AI, we borrow the five overarching questions presented by Long and Magerko
(2020): “What is AI?”, “What can AI do?”, “How does AI work?”, “How should AI be used?”, and “How do people perceive
AI?”, given their suitability for AI education for non-technical learners [29]. Our curriculum would also echo that
computational literacy is not required to achieve basic AI literacy. Many reporting positions do not explicitly require
data, statistical, or computational literacy, and presenting these skills as pre-requisites to AI literacy may discourage
reporters from learning about the subject.

Practically, journalists either report on selected "beats" that represent a topical or thematic specialization [30], or
conduct general assignment reporting on broader topics. We argues that fostering discussion about the overarching
questions about AI, with respect to case-studies within specific beats, can provide journalists a more grounded, concrete
understanding of AI concepts. To this end, databases of public-facing algorithmic deployments [16, 19] can be categorized
and discussed, based on specific beats or general interest topics. For example, with regards to the criminal justice beat,
journalists could be prompted to consider the overarching questions with examples of data-driven risk assessment
algorithms and the problematic input of criminal record data into these algorithms [31, 37]. In this case, a potential
answer for "What is AI?" is "a technology used to predict human behavior, often used by law enforcement", which
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would be abstracted further as more examples are considered. For “What can AI do?”, an answer could elaborate on the
ways that risk assessment algorithms accurately or inaccurately predict recidivism. The questions “How should AI
be used?” and “How do people perceive AI?” offer opportunities to contend with harmful predictions made by risk
assessment algorithms that target individuals from under-represented minorities.

Conceptual clarity about AI can support news discovery in the long-term, by enabling journalists to quickly identify
examples of controversial, impactful, or novel applications of AI that can be "newsworthy" to their audiences [23].

2.2 Empower Journalists to Interrogate AI Systems

Should they choose to pursue a more technically-focused investigation, journalists must be capable of asking concrete
questions about AI models, their training datasets, and the institutions responsible for building these algorithms [13].
Our proposed curriculum would present existing methods employed by journalists to this end, including reverse-
engineering algorithms and code inspection (which would require some level of computational literacy). Simpler
approaches like algorithmic auditing by varying inputs and inspecting the outputs can also be taught [13, 15]. Though
a highly technical code review would require some computational literacy, understanding the general structure of a
model, artifacts or potential biases in training data, the role of the designers, and who the algorithm impacts, does not.
Such simple but important information can especially help staff journalists build partnerships with technologists within
their newsrooms, to conduct more technically-substantiated reporting [33, 39].

Journalists can start from some of the overarching questions discussed in the first subsection, reformatting them as
“What can this algorithm do?”, “How does this algorithm work?”, “How should this algorithm be used?”, "Was this
algorithm audited?", and “How do people perceive this algorithm?” to consider a specific deployment of an AI system,
as a guide for who to interview as a source and what to center the conversations around. A lack of transparency in the
answers to any of these questions should be explicitly noted in news coverage, in order to raise awareness about the
"black-box" nature of some AI systems.

2.3 Offer Sources Outside Industry

In the last decade, mainstream news coverage on AI in the UK and the US has primarily centered consumer-facing AI
and industry sources [10]. As journalists further develop a story, leaning heavily on industry sources who have a vested
interest in the success of an AI product does not make for a complete, nuanced public image of AI.

Within the proposed curriculum, we seek to gather and present a preliminary list of sources, consisting of academic
researchers, AI ethicists, politicians and lawyers interested in AI regulation, and individuals from the general public
who have reason to believe they have been affected by AI technologies — all of whom are willing to speak to journalists
about a critical evaluation of AI and its impact on people across socio-economic demographics. We acknowledge that
this initial list will likely be biased towards featuring people who have the time and energy to speak with journalists,
and it requires journalists to slowly build relationships with harder-to-reach populations. Still, it can provide a good
starting point for journalists to cover AI from nuanced, broader, and less biased perspectives.

2.4 Enable Reflection by Mapping AI Competencies to Journalists’ Role Perceptions

When presented with technical or complex information about AI, journalists may ask how investing time in learning
about AI tangibly supports their ability to develop newsworthy stories for their editors and audiences. To address this
question, our proposed curriculum maps the competencies attached to each of the five overarching questions distilled
by Long and Magerko (2020) to common journalistic role perceptions [29]. Journalists’ perceptions of their roles vary
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by personal, social, cultural, and professional factors [17]. Normative role perceptions of journalists have included the
gatekeeper, the advocate, the curator, the watchdog, the public representative, and so on [17, 20].

As journalists exercise their specific roles and attend to the informational needs and expectations of their audiences
(e.g. laypersons, policy experts, science enthusiasts, etc.), it could be helpful to consider specific competencies that
help them build stories more effectively. For instance, watchdog journalists (e.g. at ProPublica) could benefit from
competencies like the ability to recognize the human architects of AI systems, specific problems that are challenging for
AI systems, and signs of AI failure [36]. These would enablemonitoring of situations inwhich AI has been problematically
deployed by institutions, and subsequently interviewing system developers and designers. For journalists who act as
curators of exciting information (e.g. at ArsTechnica), developing a greater imagination about futuristic AI applications
and a greater intuition for understanding inter-disciplinary work within AI would be quite useful.

3 OBSTACLES TO BUILDING JOURNALISTIC AI LITERACY

Interventions such as curricula and training programs are enacted within a broader socio-technical system involving
labor considerations, power dynamics, resource availability, and so on. In this section, we consider the tensions within
the present institutions of journalism and how they may hinder AI literacy efforts.

Several institutional disruptions in the news industry have intensified journalistic work over the last few decades,
including a massive shift towards digital modes of publication and distribution, the collapse of subscription-based profit
models, dwindling staff jobs, general reporters and nonspecialists taking on science reporting, and a proliferation of
non-journalistic science information online [1, 2, 9, 18, 20]. When reporting on AI, journalists must further contend
with the breakneck pace of scientific publication, while addressing misinformation from unreliable non-specialists and
social media [11]. Combined, these factors have led to a lack of institutional support and time availability for journalists,
which can detract from their ability to fact-check and verify information — a process already marked by pragmatic
compromises and a high reliance on expert sources [3, 38]. This can also lead journalists to view the acquisition of
technical training and data literacy as prohibitively time-consuming [2].

Press releases from institutions and corporations have traditionally helped journalists to rapidly detect newsworthy
information about novel technical developments and applications [22]. However, over-reliance on press releases can
lead to exaggerated reporting [41], and AI-related coverage is susceptible to this as well [28]. It is thus not enough for
journalists to simply understand technical terms and processes surrounding AI: they must also understand how to
question expert claims and interrogate demonstrations of algorithmic applications. Increasingly, there are calls for the
cautious release of AI artifacts from within the scientific community [27, 40]. However, nuanced communication from
scientists cannot substitute for well-informed coverage from journalists, which reaches a different audience.

4 THE PATH FORWARD AND FUTUREWORK

Motivated by the proliferation of AI-hype in the news media, this paper puts forward a set of objectives that an AI
literacy initiative for journalists would seek to fulfill. We draw from extant scholarship on AI literacy and journalism
studies to give examples of some tangible activities that could help achieve these goals, while taking into account the
high variability of reporting contexts, employment conditions, and domain expertise among reporters. As we set out
to achieve these goals, we must also take into account the lack of time and institutional support for reporters, and
exaggerated reporting that can ensue from the widespread reliance of PRmaterial. Due to these variations and limitations,
AI literacy for journalism can never be one-size-fits-all, and we call for future work that leverages frameworks of
participatory design and value-sensitive design to build effective curricula, tooling, and educational material to support
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this endeavor [21, 32]. Ultimately, to ensure that the public understands the benefits, risks, and impacts of AI in their
lives, we need to make sure that their informants, educators, and advocates, i.e. journalists, do so too.
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